
(b) Correction loss – reduce the historically accumulated errors 

(c) Imitation loss – teacher-aware accumulated errors on student

(d) Soft cross distillation – a trade-off

(*) Convex combination between (b) and (c) – another trade-off

Our Work: We propose cross distillation, a novel network compression approach specialized for few shot training samples. The 
proposed method offers a general framework compatible with pruning or quantization.
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Introduction

Methods

Experiments

Most prevalent network compression methods require fine-tuning with sufficient training data to ensure accuracy, which could be 
challenged by privacy and security issues. Network compression with few shot training instances is a new direction for research.

Theoretical Analysis

Overall Framework Combination with Pruning/Quantization
q Task Definition
Given an over-parameterized teacher network        , our goal is to learn a 
compact student network        .  We proceed in a layer-wise manner:

q Cross Distillation

where                   is the estimation 
error, and                is some regularization for sparsity/quantization.

Fewer training samples à larger estimation errors;
Estimation errors accumulate and propagate layer-wisely.

We adopt proximal mapping update for different  

q Structured Pruning

q Unstructured Pruning

q Quantization

Further AnalysisMain Results
q Structured Pruning with ResNet-34 on ImageNet

q Unstructured Pruning with VGG-16 on ImageNet

q Weight Quantization with ResNet-56 on Cifar-10

q Generalization Ability

q Sensitivity Analysis
VGG-16 ResNet-56
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