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Introduction

Most prevalent network compression methods require fine-tuning with sufficient training data to ensure accuracy, which could be
challenged by privacy and security issues. Network compression with few shot training instances is a new direction for research.

Our Work: We propose cross distillation, a novel network compression approach specialized for few shot training samples. The
proposed method offers a general framework compatible with pruning or quantization.

[ Overall Framework T Combination with Pruning/Quantization ———

| ‘I Task Definition o ) e . | We adopt proximal mapping update for different R(W?)
. Glven an over-parameterized teacher network /- , our goal is to learn a W29+1 _ Prox,\R(Wf B nVZ(Wf)) c RCoXcixkXk

compact student network F°. We proceed in a layer-wise manner:
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WS = in —L"(W?) + \R(W?
. = argmin - L7(W?) + AR(W?),

where £"(W?®) = |[o(W?T x h?) — o(W?* % h")||% is the estimation
error, and R(WS)‘ is some regularization for sparsity/quantization.
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(¢) Imitation
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—— Theoretical Analysis - 5

Theorem 1. Suppose both F' and F° are L-layer con-
volutional neural networks followed by the un-pruned soft-
max fully-connected layer. If the activation functions o (-)
are Lipchitz-continuous such as ReLLU(), the gap of softmax
cross entropy L°¢ between the network logits o' = F! (x)

and 0° = F*(x) can be bounded by
. L-1 L )
£(o"sy)— L5 (0% y)| < CLr+ ) | [ Cr(w)Li. (6)

L=pLs+(1—pL', pelol ,
'\ where C and C' () are constants and C' (1) is linear in p.

(a) Layer-wise distillation

(d) Soft cross distillation
(b) Correction loss — reduce the historically accumulated errors ‘/
| L(W?) = [[o(W! xh") — (W7 xh')]]5
~ (c) Imitation loss — teacher-aware accumulated errors on student ‘/
; L(WS) = [o(WT + hS) — (WS « %)
(d) Soft cross distillation — a trade-off
f LW?) = o(WT +hT) — o(W5 «b%)|}
(*) Convex combination between (b) and (c) — another trade-off

Experiments
5 Main Results e Further Analysis
O Structured Pruning with ResNet-34 on ImageNet -1 Generalization Ability |
Methods 50 100 500 | 2 3 —4— Ours(K=1) —4— Ours-S(K=1)
[L1-norm 72.9410,00 72.94:|:0,00 72.94;};0,00 72.94:|:0,00 72.94:|:0,00 72.94:|:0,00 1.21 Ours(K=10) —4— Ours-5(K=10)
BP 83.18+1 .86 84.32+1.29 89.3440.89 85.76+0.73 86.05+0.51 86.2910.56 o
FSKD 82.93+1.52 84.584+1.13 86.67+0.78 87.08+0.76 87.234+0.52 87.20+0.43 % 1.0
FitNet 86.86+1.81 87.1241 63 87.73+0.96 87.66+0.84 88.61+0.76 89.32.10.78 —
ThiNet 85.67+1.57 85.54 41 39 86.97+0.89 87.42+0.76 87.5240.68 87.53+0.50 0.8
CP 86.34 41 .24 86.3841 .37 87.41+0.80 88.03+0.66 87.984+0.49 88.21+0.37
0.6
Ours-NC  86.51+1.71 86.61+1.20 87.92410.75 87.98+0.60 88.63+0.49 88.82+0.38 1 31 "33 23 logit
Ours 86.95+1.59 87.60+1.13 88.34+0.69 88.17+0.73 88.57+0.40 88.59+0.41 | SORVE-SL CONIVS - SOTIVS:S S COIIVE: OgItS
Ours-S  87.421169 87.73+117 88.601082 88401061 88.84:048 88871035 | [ Sensitivity Analysis
d Unstructured Pruning with VGG-16 on ImageNet o VGG-16 ResNet-56
Methods 50 100 500 1 2 3 || ouns Ours-NC gg{—d=—Qus—4— Qura-NC
| 86
L1-norm 0.9+0.00 0.9+0.00 0.9+0.00 0.9+0.00 0.9+0.00 0.5+0.00 || 84. s 86
BP 42.87+2.07  48.78+143 65474115  71.2540097  T74.85+071  76.041048 |2 <
FitNet 52.66:&2,93 57.09:|:2.14 76.59:|:1,45 80.14:|:1.23 82.27:]:0.7() 83.14:|:().51 827 84 |
Ours-NC 78731178  83.294112  85.041003  85.36:061  85.21i041  85.4940.46 ARRRRRRARAIE
Ours 83.81:|:1,49 86.21:&1.09 87.19:|:(),96 87.61:|:O.82 87.78:1:0.45 87.86;&(),39 1:0
Ours-S 83.67+1.52 86.721123 87.821104 88.14.074 88.231061 88.3810.43 ’
J Weight Quantization with ResNet-56 on Cifar-10 pee
K=1 K=5 845
— — 183.0 |
W2A32 W4A32 W2A32 W4A32 g
Ours-NC| 72.48+1.94 | 85.754+0.96 | 84.67+1. 89 | 91.09+¢0 37 80.0 |
Ours 80.92:|:2_23 90.42:|:0,53 86.1111_97 91.23:|:0,45
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